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Abstract 
The first site for a synaptic relay in the somatosensory nervous system is the spinal cord, 

where peripheral afferents synapse onto interneurons and projection neurons. Here, we 

present a model of the integration of noxious and innocuous somatosensory afferent input in 

the dorsal horn of the spinal cord. This model specifically examines the interaction of 

nociceptive responsive, innocuous responsive, and inhibitory interneurons, all of which 

receive afferent input from the periphery and in turn synapse onto projection neurons that 

transmit information to supraspinal neural circuits for further processing. We modeled the 

dynamics of these neuronal populations using a rate-based Wilson-Cowan approach. The 

model successfully recreates common observations related to noxious and innocuous 

stimulation, as well as the resulting intensity of pain. Furthermore, we explored how 

modifications of the synaptic connections between the different neuron populations can give 

rise to aberrant pain. These explorations provide insights into the possible mechanisms of 

neuropathic pain conditions such as phantom limb pain, hyperalgesia, and allodynia.  
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Introduction 
The way in which noxious and innocuous information is integrated in the dorsal horn of the 

spinal cord has been topic of research for many decades. Significant progress has been made 

in mapping the relevant neural circuits [1,14,19,41,44,46,49,50], and eventually a complete 

picture will emerge on the structural and functional mechanisms. Here, we modeled a 

minimalistic representation of these neural circuits and studied how a relatively simple 

connection scheme can give rise to common pain phenomena. 

 

As a first step, we performed a systematic literature review on the neurophysiology of pain 

to inform our model [31]. We noted that noxious and innocuous sensations are primarily 

conveyed in peripheral nerves by different types of nerve fibers. Thin, lightly myelinated Aδ-, 

and even thinner, unmyelinated C-fibers transmit noxious stimuli [2,42,47,48], whereas 

innocuous sensations are primarily conveyed by larger, myelinated Aβ-fibers [18,42]. 

However, it has been established that innocuous sensations, such as pleasant touch, are also 

transmitted by C-fibers [21], and recent studies have revealed the existence of an ultrafast 

system (Aβ-fibers) for signaling pain in humans [25]. The first neurons to convey sensations 

(primary afferents) project from the peripheral parts of the body to the spinal cord, where 

they make synaptic connections with neurons of the central nervous system. This relay of 

sensorial information at the spinal cord is often described in terms of direct synaptic 

transmission, from primary afferents to projection neurons that transmit to the brain. 

However, polysynaptic networks involving excitatory and inhibitory interneurons in the spinal 

cord also exists [16,46,48], and this means that projection neurons receive input from primary 

afferents, as well as from various populations of excitatory and inhibitory interneurons. 

Recent studies have identified groups of excitatory interneurons in the dorsal horn which 

primarily receive noxious input, but that develop responsiveness to low-threshold innocuous 

input under certain pathological conditions [28,41,46]. Due to their subsequent connection 

to nociceptive projection neurons, these interneuron groups have been hypothesized to be 

involved in allodynia [28,38,40,46], a condition where low-threshold mechanical stimulation 

is perceived as painful. 

 

We developed a model using the workflow suggested by Blohm et al., “A How-to-model guide 

for neuroscience” [6], in which they highlight that “as the most important rule, the model 

should always be kept as simple as possible!”. With this rule in mind, we simplified the various 

aforementioned afferent fibers (Aβ, Aδ and C) into two distinct classes: innocuous and 

nociceptive. Therefore, our model does not consider different conduction velocities. A similar 

simplification was made for the interneurons in the dorsal horn, which we reduced to three 

classes: innocuous responsive, inhibitory, and nociceptive responsive. We assumed that the 

innocuous and nociceptive responsive interneurons further synapse onto projection neurons 

that transmit to higher order systems. Our model does not consider descending modulatory 

effects from supraspinal regions, nor does it consider the exact morphology or neuron 

physiology. We outline the model in Figure 1. 
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Figure 1. Outline of the model. Circles represent neuron groups, where the leftmost groups 

are primary afferent neurons, the neuron groups in the middle represent interneurons in the 

spinal cord, and the rightmost neuron groups are projection neurons which transmit the 

signals to the brain. Arrows represent connections between and within neuron groups, and 𝑤𝑤 denotes the strength of these connections. Interneurons are marked with dashed lines 

which is also consistent with the line styles used in the plots below.   

Methods 
We used simulations to study certain phenomenon that involve the interaction between 

innocuous stimulation and pain, such as inhibition by innocuous touch and allodynia, where 

innocuous stimulation leads to pain perception. To do so, it was also necessary to consider 

the activity in the groups of innocuous responsive neurons. 

We employed a population rate-based approach to modelling the firing rates of the different 

neuronal groups. The input to the model is the firing rate of innocuous and nociceptive 

afferents, resulting from stimulation of the respective receptors. For innocuous afferents, the 

frequency is estimated to lie in the range 0-100 Hz [24] with approximately linearly increasing 

firing rates for increasing intensity of the stimuli [20]. Nociceptive afferents have a lower 

range of firing frequencies, 0-40 Hz [39] . The output of the model is taken to be the average 

firing frequency of the projection neurons, as a proxy for the intensity of different sensory 

modalities that are transmitted to higher order systems [38]. 

The code used for simulations of the rate-based model was written in Python and was 

adapted from the Neuromatch Academy Computational Neuroscience e-book and tutorials 

on dynamic networks [26]. The Wilson-Cowan model is traditionally used to model the 

dynamics of two coupled populations of excitatory and inhibitory neurons. The model is 

simple but powerful, and in its essence consists of two differential equations. Here, we have 

three populations of interneurons: two excitatory (innocuous and nociceptive responsive) 

and one inhibitory. The inhibitory population synapses onto the two excitatory populations, 
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but there is no reciprocal connection back to the inhibitory population. Each interneuron 

population also has a recurrent connection onto itself. We considered two external sources, 

the innocuous and nociceptive afferents, of which the firing rates are denoted 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, respectively. If we denote the firing rates of the interneuron populations as 𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 for 

the nociceptive responsive, 𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 for the innocuous responsive, and 𝑟𝑟𝐼𝐼 for the inhibitory, and 

then for the projection neurons we denote the firing rates as 𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 for the nociceptive, and 𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 for the innocuous, we obtain the following differential equations for this system: 

Excitatory interneurons 

Nociceptive 

responsive:   𝜏𝜏𝐸𝐸 𝑑𝑑𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 =  −𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹(𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑤𝑤𝐸𝐸𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐼𝐼 + 𝑤𝑤𝐸𝐸𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) (1)  

Innocuous 

responsive: 𝜏𝜏𝐸𝐸 𝑑𝑑𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 =  −𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹(𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑤𝑤𝐸𝐸𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐼𝐼 + 𝑤𝑤𝐸𝐸𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) (2) 

Inhibitory interneurons 

 𝜏𝜏𝐼𝐼 𝑑𝑑𝑟𝑟𝐼𝐼𝑑𝑑𝑑𝑑 =  −𝑟𝑟𝐼𝐼 + 𝐹𝐹(−𝑤𝑤𝐼𝐼𝐼𝐼𝑟𝑟𝐼𝐼 + 𝑤𝑤𝐼𝐼𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑤𝑤𝐼𝐼𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖), (3) 

Projection neurons 

Nociceptive:   𝜏𝜏𝑃𝑃 𝑑𝑑𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 =  −𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹(𝑤𝑤𝑃𝑃𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 +  𝑤𝑤𝑃𝑃𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) (4)  

Innocuous: 𝜏𝜏𝑃𝑃 𝑑𝑑𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 =  −𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹(𝑤𝑤𝑃𝑃𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 +  𝑤𝑤𝑃𝑃𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) (5) 

 

where 𝐹𝐹(∙) is often chosen as some sigmoidal activation function, the parameters 𝜏𝜏𝐸𝐸, 𝜏𝜏𝐼𝐼 , 
and 𝜏𝜏𝑃𝑃 control the timescale of the dynamics in each population, and the connection 

strengths are given by 𝑤𝑤𝑥𝑥𝑥𝑥 (𝑦𝑦 → 𝑥𝑥, see Figure 1). Here, 𝐹𝐹(∙) is chosen as 
 

 𝐹𝐹(𝑥𝑥; 𝑎𝑎,𝜃𝜃, 𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥) = 𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥 � 11+𝑒𝑒−𝑎𝑎(𝑥𝑥−𝜃𝜃) − 11+𝑒𝑒𝑎𝑎𝜃𝜃)
�, 

 

(6) 

where 𝑎𝑎 is the gain, 𝜃𝜃 is the threshold, and 𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥 is the maximal firing frequency of the 

interneurons. The parameters for the nociceptive and innocuous neuron populations (𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,  𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 respectively) were chosen to approximately match the range of firing 

rates of dorsal horn neurons observed by Ruscheweyh and Sandkühler [35]. The parameters 

for the inhibitory interneurons (𝑟𝑟𝐼𝐼) were chosen to match the activity of inhibitory neurons in 

previous models [11,51], which in turn refer to experimental results [23,35]. The activation 

functions for the neuron populations are shown in Figure 2 and the corresponding parameters 

are found in Table 1. 
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Figure 2. Sigmoidal activation function. All interneuron populations have the same 

activation function (equation (1)), but with different values of the parameters 𝑎𝑎, 𝜃𝜃, and 𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥 (Table 1). 

 

 𝜏𝜏 [s] 𝑎𝑎 𝜃𝜃 𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥 [Hz] 

Nociceptive 0.06 0.3 6 50 

Innocuous 0.06 0.3 10 90 

Inhibitory 0.06 0.3 8 80 
Table 1 Parameters for the activation functions and differential equations describing the development of 

populations firing rates 

Note that this approach to modelling neuronal population dynamics does not require the size 

of each population to be specified. The connection strengths between populations (denoted 

by w) are a compound value of the number of synaptic connections and the strength of each 

synapse. 

Hypotheses 

The model should be able to recreate characteristics and phenomenon observed in the 

processing and experience of pain for it to be useful. In order to validate that this is the case, 

we formulated the following hypotheses based on the underlying knowledge of the 

neurophysiology of nociceptive transmission. These are characteristics that have also been 

recreated in various previous models of pain signal integration: 

 

• Stimulation of innocuous fibers should elicit a response in innocuous interneurons 

proportional to the input frequency. Under normal circumstances, this should not 

result in pain regardless of stimulation intensity [18,42] (previously recreated in 

models [9,13]) 

• Stimulation of nociceptive fibers should elicit a response in nociceptive interneurons 

proportional to the input frequency. Meanwhile, innocuous afferent input should lead 

to increased activity in the inhibitory interneurons, which in turn will have an 

inhibitory effect on the nociceptive (and to a certain extent also the innocuous) 
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interneurons. Thus, stronger innocuous afferent activity should correspond to 

reduced nociceptive output [10,12,18] (previously recreated in models [9,13]) 

• There exist states of prolonged pain or pain arising seemingly by no stimulation (e.g., 

phantom limb pain or complex regional pain syndrome) [27,29,36] (previously 

recreated in model [7]). Increased connection strength within the nociceptive 

interneurons can yield such a state of persistent pain and a disproportionately large 

pain response. 

• Aberrant connections from innocuous afferents to the nociceptive interneurons can 

lead to allodynia (innocuous stimulation perceived as painful) [41,46]. The 

(un)pleasantness of allodynia should follow a U-shape, as described by Löken et al. 

[20]. 

Results  

In Figure 3, we illustrate the connection strengths for the rate-based model. Recall that the 

rate-based model does not define the size of the different neuron populations, thus the 

connection strengths between populations are a compound value of the number of synaptic 

connections and the strength of each synapse. Values for the connection strengths were 

tuned to give input-output curves similar to those observed in experiments [35], while 

keeping in mind that the experiments used injected currents rather than peripheral 

stimulation as input. We acknowledge that this set of weights is not a unique solution. It is 

likely that are many different combinations of values that result in the same or similar 

behavior in the model. In the simulations below we explore how variations of some of these 

connection strengths impact the output of the model. 

 

Figure 3. Connection strengths for the rate-based model. Note that each connection 

represents a compound value of the number of synaptic connections and the strength of 

each synapse. 
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Dynamical system analysis 

A common approach to analyzing a dynamical system of coupled differential equations is to 

examine the phase plane. This tells us about how the dynamics of the neuron populations 

depend on each other. Here, we are particularly interested in the dynamics of the nociceptive 

projection neurons, as their activity are the output of the model. From inspection of Equation 

(4), it can be noted that the activity in the nociceptive projection neurons is a monotonically 

increasing function of the activity in the nociceptive afferents and the nociceptive responsive 

interneurons. Furthermore, from Equation (1) we know that the nociceptive responsive 

interneurons also receive input from the afferent nociceptive neurons, as well as from the 

inhibitory interneurons. However, here the nociceptive afferents and the inhibitory 

interneurons have opposite influence, yielding more complex dynamics. To study these 

dynamics further, we examined the 𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖-𝑟𝑟𝐼𝐼 phase plane to determine how the nociceptive 

responsive and inhibitory interneurons interact for different combinations of input. As similar 

dynamics apply to the innocuous responsive interneurons as for the nociceptive responsive 

interneurons (with the only difference being the parameter values), hereafter we dropped 

the noci and innoc superscripts to simplify notation. 

By studying nullclines, vector fields, and fixed points of the system, a few key observations 

can be made. Fixed points of the system correspond to firing frequencies of the interneurons 

(𝑟𝑟𝐸𝐸∗, 𝑟𝑟𝐼𝐼∗) such that  
𝑑𝑑𝑟𝑟𝐸𝐸𝑑𝑑𝑑𝑑 =

𝑑𝑑𝑟𝑟𝐼𝐼𝑑𝑑𝑑𝑑 = 0. The stability of a fixed point is given by the eigenvalues of 

the Jacobian matrix: 

𝐽𝐽 =  � 𝜕𝜕𝜕𝜕𝑟𝑟𝐸𝐸 𝑑𝑑𝑟𝑟𝐸𝐸𝑑𝑑𝑑𝑑 𝜕𝜕𝜕𝜕𝑟𝑟𝐸𝐸 𝑑𝑑𝑟𝑟𝐼𝐼𝑑𝑑𝑑𝑑𝜕𝜕𝜕𝜕𝑟𝑟𝐼𝐼 𝑑𝑑𝑟𝑟𝐸𝐸𝑑𝑑𝑑𝑑 𝜕𝜕𝜕𝜕𝑟𝑟𝐼𝐼 𝑑𝑑𝑟𝑟𝐼𝐼𝑑𝑑𝑑𝑑 � evaluated at the fixed point (𝑟𝑟𝐸𝐸∗, 𝑟𝑟𝐼𝐼∗). 

Fixed points are stable if the real part of the eigenvalues are negative. In this system, a stable 

fixed point (𝑟𝑟𝐸𝐸∗, 𝑟𝑟𝐼𝐼∗) corresponds to the firing rates 𝑟𝑟𝐸𝐸∗ of the nociceptive responsive 

interneurons and 𝑟𝑟𝐼𝐼∗ of the inhibitory interneurons that the populations converge over time 

(given that the afferent inputs 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 are constant). 

Nullclines are the lines in the 𝑟𝑟𝐸𝐸-𝑟𝑟𝐼𝐼 phase plane where 
𝑑𝑑𝑟𝑟𝐸𝐸𝑑𝑑𝑑𝑑 = 0 and 

𝑑𝑑𝑟𝑟𝐼𝐼𝑑𝑑𝑑𝑑 = 0. It follows that 

fixed points are found at the intersection of nullclines. In general, the 𝑟𝑟𝐸𝐸-𝑟𝑟𝐼𝐼 system has one 

stable fixed point. One can particularly note that if the inputs are 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0, then the 

fixed point is 𝑟𝑟𝐸𝐸∗ = 𝑟𝑟𝐼𝐼∗ = 0, which is to be expected in the context of somatosensation (no 

afferent input should correspond to no activity in dorsal horn interneurons).  

Observation # 1 

 

In general, the system has one stable fixed point for each pair of inputs. 

In particular, for input 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0 the stable fixed point is 𝑟𝑟𝐸𝐸∗ =𝑟𝑟𝐼𝐼∗ = 0. 

 

By examining how the different synaptic connections impact the system, one can note that 

for certain values of the connection strength 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 additional fixed points for the nociceptive 

responsive interneurons. Figure 4 shows examples of nullclines and fixed points for different 

values of 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and for inputs 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0Hz. 
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Figure 4. Nullclines. Example nullclines for different values of 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(left: 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =0.1, right 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.32) and for inputs 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0Hz. 

As long as 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 < 4/𝑎𝑎𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥 there exist only one (stable) fixed point of the system for each 

combination of inputs �𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�. For 𝑤𝑤𝐸𝐸𝐸𝐸 > 4/𝑎𝑎𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥  additional fixed points may arise. 

In particular, for 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 large enough, there exist fixed points where 𝑟𝑟𝐸𝐸∗ > 0 even though both 

inputs are 0, see the right panel in Figure 4.  

Observation # 2 For certain values of 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 there exist stable fixed points such that 𝑟𝑟𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 > 0 even when the inputs are 0. 

 

Simulations 

We started by examining the first hypothesis by applying different frequencies of innocuous 

afferent input (10, 30, 50, 70, 90 Hz in Figure 5 left inset) and nociceptive (5, 15, 25, 35, 45 Hz 

in Figure 5 right inset). The difference in frequency range of the afferent input is motivated 

by reported differences in innocuous and nociceptive primary afferents [24,39]. As 

hypothesized, innocuous input yielded innocuous output and no nociceptive output, 

regardless of intensity. Similarly, nociceptive input yielded nociceptive output and no 

innocuous output. The nociceptive responsive neurons gave a stronger response to lower 

input frequencies than the corresponding innocuous responsive neurons, as one might expect 

in the biological system. This could reflect the contribution of NMDA receptors on the second 

order nociceptive responsive neurons, which are typically not present on the innocuous 

responsive neurons [5,45]. 

 

Figure 5. Model response to separate innocuous and noxious input. Simulation results for 

application of different frequencies of afferent innocuous and noxious input. 

By applying simultaneous innocuous and noxious input one can note that increased noxious 

input leads to increased activity in the nociceptive responsive neurons, while increased 

innocuous activity reduces the activity in that same population. This is in accordance with the 
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second hypothesis and is demonstrated in Figure 6 and Figure 7.

 
Figure 6. Model response to simultaneous innocuous and nociceptive input, bar graph. 

Increased nociceptive input leads to an increased nociceptive output. Increased innocuous 

input correspondingly increases the innocuous output but reduces the nociceptive output. 

 

 

Figure 7. Model response to simultaneous innocuous and noxious input, simulation. 

Increased noxious input leads to an increased response in nociceptive responsive 

interneurons, while increased innocuous input reduces the response of the nociceptive 

responsive interneurons 

Figure 7 also exemplifies Observation # 1, that the firing rates of the neurons converge to a 

fixed point of steady-state firing for constant input. 

 

Next, we examined the third hypothesis, in which increased connection strength within the 

nociceptive interneurons can yield a state of persistent pain and a disproportionately large 
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pain response. Figure 8 demonstrates how the rate-based model responds to short pulses of 

noxious input (100, 250 and 500 ms at 25 Hz) with and without tonic innocuous input at 30 

Hz, both in the original state where 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.15, and in a state where the recurrent 

connection of the nociceptive responsive interneurons has been increased to 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.32.  

 

Figure 8 Model response upon strengthened recurrent connection, 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. Left: response to 

short pulses of noxious input (100 ms, 250 ms and 500 ms at 25 Hz) with and without tonic 

innocuous input at 30 Hz. Right: same as in the left figure, but with the recurrent connection 

in the nociceptive responsive interneurons increased to  𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.32 (originally 𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =

0.15) 

For the original configuration (𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.15) the system responds to pulses of noxious input 

as one would expect: the activity in the interneurons increases during the application of the 

stimuli and immediately declines back to zero when the stimuli dissipate. The response is 

slightly larger in amplitude in absence of tonic innocuous input, due to the reduced input to 

the inhibitory interneurons. When the recurrent connections within the nociceptive 

responsive interneurons are strengthened (𝑤𝑤𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.32), the response to the noxious input 

pulses increases. This exaggerated response to noxious stimuli could play a role in 

hyperalgesia. When there is no tonic innocuous input that contributes to the inhibition of the 

nociceptive responsive interneurons, and when the pulses of input are long enough, the 

nociceptive interneurons converge to a state high frequency firing and stay in the steady state 

even when the input dissipates. This corresponds to Observation # 2, where the interneurons 

are in a state of persistent firing even in the absence of input and could correspond to certain 

forms of chronic and neuropathic pain conditions such as phantom limb pain or complex 

regional pain syndrome. 

 

An additional observation that can be made is that the state of persistent firing in the 

nociceptive responsive interneurons can be “reset” by applying an innocuous stimuli. This is 

demonstrated in Figure 9. 
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Figure 9. Persistent activity reset. The state of persistent firing resulting from increased 

recurrent connection strength in the nociceptive responsive interneurons can be “reset” by 

applying a short pulse of innocuous input (250 ms at 40 Hz) 

Finally, we consider the fourth hypothesis, in which aberrant connections from innocuous 

afferents to the nociceptive interneurons can lead to allodynia. Sprouting of innocuous 

afferents has been hypothesized to happen after nerve injury [4,8,16,32], possibly 

strengthening the original connections from the innocuous afferents to the inhibitory 

interneurons, and creating new, aberrant connections with the nociceptive responsive 

interneurons or unmasking previously existing but silent connections [28,46]. Thus, we 

examine the model when the connections from the innocuous afferents to the inhibitory 

interneurons have been strengthened (𝑤𝑤𝐼𝐼𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.2) and when a new connections have been 

made to the nociceptive responsive interneurons (𝑤𝑤𝐸𝐸𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑑𝑑𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 0.18). The new and 

altered connections are highlighted in Figure 10. 

  
Figure 10. Modified model outline. Modifications of the model such that it demonstrates 

properties characteristic of allodynia include aberrant connections from the innocuous 
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afferents to the nociceptive responsive interneurons (pink, dashed) and strengthened 

connection from the innocuous afferents to the inhibitory interneurons (thicker, pink). 

As might be expected, applying innocuous input to this model induces activity in all of the 

interneuron populations, including the nociceptive responsive neurons. This is exemplified in 

Figure 11. 

 

Figure 11. Allodynia, simulation results. The aberrant connections from the innocuous 

afferents to the nociceptive interneurons lead to innocuous stimuli eliciting a nociceptive 

response. 

By arbitrarily defining pleasantness as being a weighted sum of the firing rates of the 

innocuous and nociceptive responsive interneurons and a threshold, 𝑝𝑝𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝𝑎𝑎𝑝𝑝𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =

 0.05 ∙ 𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 0.2 ∙ 𝑟𝑟𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 1.8, a U-shape is obtained, which is similar (but not identical) to 

the reported pleasantness (or unpleasantness) in allodynia triggered by brush strokes in a 

study by [20]. In an earlier study, it was reported that the firing rate of innocuous afferents is 

linearly proportional to the brush velocity [21], thus a rough comparison between the two 

can be made in Figure 12. 
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Figure 12. Allodynia, comparison with data. By defining pleasantness as being proportional 

to a weighted sum of the firing rates of the innocuous and nociceptive responsive 

interneurons the pleasantness/unpleasantness as a function of input frequency takes on a U-

shape, similar to the that reported by [20] (input frequency is linearly proportional to brush 

velocity [21]). 

Discussion 
Using a relatively simple, yet neurophysiologically grounded model of dorsal horn neural 

circuits, we have shown several characteristics typically observed in the context of nociceptive 

pain. In addition, we have examined how modifications of the connections between the 

neuron populations can give rise to characteristics of certain neuropathic pain conditions such 

as chronic pain, phantom limb pain, hyperalgesia, and allodynia. 

 

In a 2021 review by Lang et al., the authors examined the field of mathematical and 

computational models of pain [17]. Thirteen mathematical models were identified. Several of 

these involve some version of gate control theory in the form of population rate-based models 

of the dorsal horn circuits [9,11,30]. Gate control theory, proposed by Melzack and Wall in 

1965 [33], has been undeniably influential in pain research since its proposal in 1965 and has 

led to many significant discoveries in the field. However, the theory has also received some 

critique for being based on some neurophysiological implausible assumptions. One main 

point of concern is that afferent nociceptors are assumed to make inhibitory synapses onto 

inhibitory interneurons but excitatory synapses onto central transmission neurons. According 

to Dale’s principle “the same chemical transmitter is released from all the synaptic terminals 

of a neuron” [43]. It follows that a neuron should perform the same action (excitation or 

inhibition) at all its synaptic connections to other cells, and thus, challenging the traditionally 

proposed structure of the gate control theory. 

 

We found two biophysical models of dorsal horn pain circuits in the ModelDB database of 

neuroscience models [37]. These models assess the mechanisms underlying wind-up under 

detailed neurobiological constraints [3] and examine the effects of spinal cord stimulation on 

the dorsal horn network [51]. Another recent model examines changes in network processing 

in the dorsal horn associated with chronic pain [22]. While these models do capture several 

aspects of pain signal integration, they are relatively complex and require many assumptions 

and approximations to be made about the neurophysiology and morphology of the neurons 

and their connections. Others have attempted to model more physiologically plausible 

variations of the gating mechanism in the dorsal horn using population rate-based models. 

Ropero Peláez and Taniguchi developed such a model where the contradictory inhibitory 

synapses from nociceptive afferents in gate control theory have been exchanged for 

excitatory synapses [34]. The expected “gating” mechanism is achieved by the combined 

effect of intrinsic and synaptic plasticity. Crodelle et al., also applied a modified model of the 

traditionally proposed gating mechanism in the dorsal horn by introducing additional 

populations of excitatory and inhibitory interneurons [11]. While their model focuses on the 

“daily rhythm” (variation of pain intensity during the day)  of human pain processing, it also 

reproduces several other phenomena of pain processing (for example wind-up and inhibition 

of pain by innocuous touch). Their model also gives a possible explanation for shift in daily 

rhythm in neuropathic pain conditions, where the daily variation in the response of peripheral 

nociceptive neurons is altered.  
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As mentioned before, Blohm et al., argued that “the most important rule [is that] the model 

should always be kept as simple as possible” [6]. We had this rule in mind in our effort to build 

a simple, yet neurophysiologically grounded model of the integration of noxious and 

innocuous signals in the dorsal horn of the spinal cord. Our model has commonalities with 

two previous population rate-based models [11,34], with some key differences. While all 

three models have similar general structure, with nociceptive and innocuous afferents 

synapsing onto interneurons and projection neurons, the specific connections differ. In our 

model, we introduced recurrent connections within the interneuron populations, reflecting 

the role of excitatory interneurons in driving and enhancing excitation in dorsal horn circuits 

[28,41,46]. This leads to model predictions in line with hypotheses of the underlying 

mechanism of allodynia [28,46] and with experimental data on the perceived unpleasantness 

of brush strokes in capsaicin induced allodynia [20].  

 

The recurrent connections in the excitatory interneuron population play a role in the model 

prediction of disproportionately large pain response (hyperalgesia) and persistent pain in 

absence of input (phantom limb pain [27,29,36]). The model by Ropero Peláez and Taniguchi 

suggests an alternative mechanism of phantom limb pain, which relies on a negative firing 

threshold in the projection neurons [34]. However, it is unclear what a negative firing 

threshold corresponds to in neurophysiology.  

 

We made certain simplifications regarding known neurophysiological properties of the 

neurons involved in this model. For one, we have disregarded the effect of different 

transmission velocities in primary afferent neurons. The reason for this was in part to keep 

the model as simple as possible (see [6]), but also due to the fact that the long held belief that 

nociceptive signals are transmitted by slowly conducting afferents and innocuous touch by 

fast conducting afferents is starting to unravel. It has been known for a while that pleasant 

touch is also transmitted by slowly conducting C-fibers [21], and recent studies have revealed 

the existence of an ultrafast system for signaling pain [25]. 

 

An additional simplification we made is the omission descending inhibition and facilitation, 

which arguably play a key role in modulating pain. Other aspect that are known to play a role 

in dorsal horn pain circuits are wind-up and presynaptic inhibition. These effects are included 

in the model by Crodelle et al., as well as the daily rhythm of pain [11], and should be relatively 

straightforward to incorporate into future version of our model. We explored how aberrant 

connections within the model can lead to various pain conditions, but not how these aberrant 

connections arise. It has been hypothesized that nerve injury can lead to sprouting of neurons 

in the spinal cord [4,8,16,32]. In the work by Ropero Peláez and Taniguchi, different forms of 

plasticity were explored in a similar rate-based model [34]. Incorporating such plasticity in our 

model could provide further insight into how connections might be altered after disruptions 

to the system (e.g., nerve injury) and how his can lead to the demonstrated pathological pain 

states. In another recent model Medlock and Sekuguchi et al. noted that different synaptic 

weight combinations among the dorsal horn interneurons can produce equivalent circuit 

function under normal conditions, but result in vastly different responses to perturbations or 

pathologic insults [22]. This degeneracy in dorsal horn circuit structure, along with our results 

of how different synaptic connections may relate to pain states such as allodynia and 

phantom pain, could indicate that some individuals may be predisposed to developing 
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pathological pain states after injury, even without the above-mentioned sprouting or 

plasticity. 

 

Our model was not explicitly verified against data from neural recordings, but rather aims to 

recreate qualitative descriptions of common observations related to noxious and innocuous 

stimulation and the resulting perceived pain. Naturally, verification against neural recordings 

of spinal cord interneurons and projection neurons would be necessary to evaluate how 

realistic the model is. A rudimentary form of verification was achieved by choosing model 

parameters to yield results in line with previous experiments. Experiments that could further 

validate the accuracy of the model would involve recordings of primary afferent neurons (e.g., 

with microneurography) as well as structural and functional studies of spinal cord 

interneurons and projections neurons. In-vivo recording of the neural activity in the spinal 

cord can be performed in experimental animals but are still rather challenging to perform in 

humans. Spinal cord fMRI studies have shown promising results in recent years [15], and could  

be a possible tool for further examination of the nociceptive responses in spinal cord neurons. 

However, the results relating to allodynia indicate that this approach to modelling neural 

circuits of pain can lead to insights in the possible underlying mechanisms of pathological pain 

conditions. Thus, clinical and experimental investigations of pain incidence and intensity in 

various conditions could serve as another avenue for verifying the predictions from this 

computational model of the integration of noxious and innocuous input in the dorsal horn. 
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